GRAPES-3—A high-density air shower array for studies on the structure in the cosmic-ray energy spectrum near the knee
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Abstract

The change in the spectral index from about $-2.7$ to $-3.1$ at $\sim 3 \times 10^{15}$ eV in the all-particle energy spectrum of primary cosmic rays is very significant for learning about the nature of cosmic sources of ultra-high energy particles and their acceleration and propagation in the galactic disk. Any observation of a fine structure in the spectrum would be important for improving our understanding of these physical processes. The GRAPES-3 air shower array has been designed to achieve higher precision in determination of various shower parameters to enable observation of any fine structure in the energy spectrum, if it exists. The details of the shower detectors, shower trigger and the data acquisition system are presented here along with estimates of trigger efficiencies from Monte Carlo simulations for primary photons ($\gamma$-rays) and several nuclei.
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1. Introduction

A detailed understanding of the nature of cosmic-ray sources and processes accelerating charged particles to ultra-high energy (UHE), \( E \geq 10^{15} \text{ eV} \) (PeV), still eludes us although considerable progress [1] has been made during recent years, on observational as well as theoretical fronts. Shock acceleration [2] through the well-known Fermi mechanism coupled with supernovae seem to offer a good solution at least up to PeV energies. Basically, the same mechanism has been extended to higher energies by invoking shocks progressing through stellar winds and acceleration through multiple shocks within the galactic disk. However, the observation of a change in the power law spectral index from about \(-2.7\) to \(-3.1\) at an energy \( \sim 3\,\text{PeV} \) called the knee, in the all-particle energy spectrum provides an important check on the details of various models [3] for particle acceleration and propagation.

For example, a change from an acceleration mechanism invoking supernova shock into the interstellar medium for energies below a PeV to supernova shock into the stellar wind of the progenitor star for higher energies has been suggested. Such a change would be accompanied by a change in the composition of cosmic-ray flux around the energy of the knee. A similar change could also be expected if the knee is mainly due to leakage of particles from the galactic disk when their Larmor radii become comparable to the thickness of the disk. The situation is considerably different in the case of the single-source model [4] which incorporates the effects due to a possible occurrence of a supernova in relatively recent past in the neighborhood of the Solar system. While a signature of the physical process responsible for the knee is being sought in the composition, it is also necessary to study the details of the energy spectrum around the knee to search for some fine structure [5,6] for the same purpose.

The electrons, in an air shower is the most studied component for getting information on the shower, particularly for generating trigger, determining arrival direction and estimating the energy of the primary particle. A measurement of the lateral (radial) density distribution of particles in a shower using an array of unshielded charged particle detectors provides a good estimate of the observed number of particles in the shower,

\[
N_{e}^{\text{obs}} = \int_{r_1}^{r_2} 2\pi r \rho_{e}(r) \, dr
\]  

where \( \rho_{e}(r) \) is the density of particles at a distance \( r \) from the core of the shower. With the core of the shower incident within the shower array, \( r_1 \) is generally taken to be \( 0 \). The distance \( r_2 \) depends on the size of the shower array but the observed lateral distribution function is generally extrapolated to \( r_2 = \infty \) to obtain the total number \( N_{e}^{\text{tot}} \) of particles in the shower. Despite considerable fluctuations in the development of individual showers in the atmosphere and the differences in development profile for different primary nuclei, the shower size (\( N_{e}^{\text{obs}} \) or \( N_{e}^{\text{tot}} \)) is known to be a good parameter for estimating primary energy of showers.

Practical constraints limit the number of detectors employed in a shower array, thus providing only a sampling of the particle density \( \rho_{e}(r) \) at a limited number of points. Even in good shower arrays, for example, the CASA [7], the Tibet AS\( \gamma \) [8] and the KASCADE [9] arrays, the detection area does not exceed a few percent of the physical area over which the array is spread out. However, this is an important parameter which contributes significantly to the accuracy of measurement of shower size (and consequently primary energy) as well as the arrival direction, particularly for UHE \( \gamma \)-ray astronomy. The shower size and therefore the optimum density of the detectors is also dependent on the observational level. It is quite important to have higher density of detectors to achieve larger triggering efficiency for lower energy showers. The MILAGRO [10] experiment is attempting to achieve full particle detection sensitivity over a large area by instrumenting a 8 m deep water pond of \( 80 \times 60 \text{m}^2 \) area with two layers of photomultiplier tubes. On the other hand, the ARGO-YBJ collaboration [11] is installing an array of resistive plate counters fully covering an area of \( 74 \times 78 \text{m}^2 \) surrounded by 50\% coverage over an area of \( 100 \times 100 \text{m}^2 \).

With similar considerations in mind, the GRAPES-3 shower array [12] has been designed...
to have one of the most compact configurations of conventional type arrays with only 8 m separation between adjacent detectors which are arranged in a symmetric hexagonal geometry. While the final aim is to have 15 rings with 721 detectors, covering a distance of up to 120 m from the center of the array, observations have started in early 2000 with 217 detectors located within the inner 8 rings. The GRAPES-3 experiment is located at Ooty (11°4′N latitude, 76°7′E longitude and 2200 m altitude), a popular mountain resort town in southern India.

The design of a typical density detector of the GRAPES-3 array along with its performance is described in Section 2. The details of the shower trigger system and the main features of the data acquisition system are also presented in this section. A few interesting observational results are also contained in Section 2. Detailed Monte Carlo simulations have been carried out for estimating the trigger efficiency as a function of primary energy for various primary nuclear groups. Salient features of these simulations along with some of the significant results are discussed in Section 3. In view of the fact that the unshielded charged particle detectors of the GRAPES-3 array detect not only electrons, muons and charged hadrons but also high energy photons (γ-rays), simulations have been carried out to estimate the contribution of γ-rays to observed 'particle' densities as a function of the core distance. The details of these simulations and some of the results are presented in Section 4 followed by a brief summary in Section 5.

2. GRAPES-3 air shower array

In Fig. 1 a schematic layout of the GRAPES-3 array is shown. A total of 721 detectors are planned to be installed over a period of time, depending on the availability of plastic scintillators which are being fabricated in-house. Presently 288 detectors are operational. However here, data with only 217 detectors has been used. Fig. 1 also shows 16 squares in the north-west region. Each of these squares represents a 4-layer muon tracking detector with an energy threshold of 1 GeV for vertical muons. Each layer consists of 58 proportional counters, each 6 m long with 10 × 10 cm² cross-sectional area. This large area, muon detector has been designed for studies [13] on the composition of primary cosmic rays and studies on cosmic sources of UHE γ-rays. Large area muon detector is also required for observations on muons produced by lower energy protons [14] which are affected by phenomena occurring on the Sun, such as solar flares and coronal mass ejections leading to magnetic disturbances around the Earth. The details of the muon detector and its performance in relation to these physics objectives is discussed elsewhere [15]. The actual physical layout of the electron detectors, the central control room and the halls housing the muon detector may be seen in Fig. 2 which also shows the slight slope in the ground in the east–west direction.

2.1. Shower detector

Each shower detector consists of 4 blocks of plastic scintillators, each 5 cm thick and 50 × 50 cm² in area, placed inside a square aluminum tank as shown in Fig. 3. A 5 cm diameter
photomultiplier tube (PMT) model ETL9807B is mounted on top of a trapezoidal-shaped aluminum cone, with its face at a height of 60 cm above the scintillator surface. The inner surfaces of the tank and the cone have been painted with super-white (TiO\textsubscript{2}) paint to increase the efficiency for collection of diffuse photons at the PMT. The whole detector assembly is covered by a large aluminum cone to protect it from rain and heating due to direct sunlight. The detector is mounted on a 40 cm height stand, as shown in Fig. 3, to raise it well above flowing rain water. This arrangement allows, a small muon telescope as shown in Fig. 3, to be placed under the detector for single particle (muon) calibration as discussed below.

2.2. Shower detector calibration

As shown in Fig. 3, shower detectors are calibrated using a small muon telescope made of two independent scintillator pedals (each 15 x 15 cm\textsuperscript{2} in area and 5 cm in thickness) placed inside an aluminum box with a vertical separation of 5 cm between them. Each being fully sensitive to the passage of minimum-ionizing particles, a 2-fold 100 ns coincidence between the two scintillators selects almost all muons with zenith angle $\theta \leq 50^\circ$. Most of these muons pass through the shower detector located above the muon telescope, thus providing the distribution of integrated-charge for the passage of minimum-ionizing particles. Typical single-particle response for four detectors in terms of the distribution of integrated-charge (ADC value) is shown in Fig. 4. The
calibration distribution for each detector is used to convert the signal observed in a shower to ‘equivalent’ number of particles. The spatial non-uniformity in the response of the detector to single particles arises due to differences in the scintillation efficiency from block to block and due to geometrical effects. However, all detectors have been designed to have a response, which is uniform within ∼10%, over its 1 m² area.

The high voltage for each detector PMT has been adjusted to give a most probable ADC value of about 25 counts for a minimum-ionizing particle. A 15-bit dynamic range, 32 channel, charge integrating ADC (CAEN model C205N) used in the experiment allows, measurement of a maximum density of ∼1000 particles. However, the response of the PMT output becomes non-linear for signals ≥200 particles. However, this limitation in the dynamic range of the PMTs does not affect measurement of showers of energies ≤10 PeV except for detectors located within ∼10 m from the shower core.

The arrival time of PMT output is measured to a precision of 0.3 ns, the uncertainty in the arrival time due to photon collection at the PMT is ∼1 ns. However, the time resolution is dominated by the spread in the arrival time of shower particles at the detector which is ∼3 ns. This limitation is largely overcome by a high density of deployment of detectors to achieve a good angular resolution (∼1°) for showers of energy ∼100 TeV (1 TeV = 10¹² eV). The accuracy in angle determination improves with increasing primary energy.

2.3. Shower trigger

The anode pulse from each shower detector is taken to the central control room using a 230 m long, 50 Ω impedance RG-58 cable. It is then passively split into 2 pulses, first pulse is attenuated down to 3% of its original amplitude and then a.c. coupled to a channel of ADC module through an additional cable delay (80 m, 50 Ω impedance RG-174). The second pulse is amplified (16-channel, Phillips Scientific amplifier, Model 776) by a factor of 10 before being fed to a discriminator (16-channel, Phillips Scientific Model 706) set at a threshold of −30 mV. One of the NIM outputs of the discriminator goes to a channel of the TDC (16-channel, Hoshin Model C021 or Phillips Scientific Model 7186) while the other output goes for shower selection as well as to the rate monitoring system (Fig. 5).

In order to achieve a low-energy threshold for the trigger, a simple 3-line coincidence has been used to generate the Level-0 trigger, as shown in Fig. 6, which acts as GATE for the ADCs and START for the TDCs. Looking at the detectors lined up in the north–south direction, the signals from the discriminators for all the detectors in a given line are OR’ed together. Then a 100 ns wide, 3-fold coincidence is generated among the line OR’s for each combination of three adjacent lines. All these 3-line coincidences, (L1.L2.L3), (L2.L3.L4), (L3.L4.L5), etc., are OR’ed together to generate the Level-0 trigger. Note that only the inner 6 rings (detectors 001 to 127) of the 8 rings have been used for generating the line OR’s in order to optimize the selection of showers with cores incident within the array. The observed level-0 trigger rate is 52 Hz.

Despite selection of showers based on 3-line trigger, the distribution of shower cores is expected to be uniform because of the unrestrictive nature of this trigger as explained below. Expectedly, the 3-line trigger selects a significant number of small but local showers and also very large showers whose cores are far away. Therefore an additional condition has been imposed on the shower selection, namely a requirement that at least ‘n’ out of 127 detectors should have triggered the discriminators within 1 μs using relatively slow EPROMS. The observed shower rate for this Level-1 trigger is ∼13 Hz for a value of n = 10 used in the experiment.

To study the effect of trigger selection on the distribution of shower cores, Monte Carlo simulations have been carried out using primary protons in the energy range 1 TeV–3 PeV, on a power law spectrum (−2.7) with zenith angle θ < 50°. The simulated showers were allowed to land uniformly over the entire area covered by the 217 detectors which is represented by the outer hexagon in Fig. 7. A scatter plot of the core locations of 10⁴ showers that satisfy the requirements for shower selection (namely Level-0 and Level-1 triggers) is
also shown in Fig. 7. The inner hexagon represents the boundary of the 127 detectors used in generation of the trigger. Since the Level-1 trigger does not impose any location dependent selection, the shower cores have a uniform distribution except for the edge effects. In the analysis of data the drop in the selection efficiency towards the edge of the shower array, based on the results from these simulations, which are energy-dependent, are taken into account.

2.4. Data acquisition system

The data acquisition system is a modified CAMAC-based system using crate controllers which are designed and fabricated in-house. A fast trigger, within 200 ns after the arrival of a shower is required to initiate the digitization in the ADCs and TDCs and the Level-0 trigger is used to serve this objective. In addition a large number of local, small-size showers that get selected by the Level-0 trigger are eliminated by the Level-1 trigger. In addition to the pulse charge recorded for shower detectors with ADCs and the pulse arrival time recorded with TDCs, the absolute time (local time) of the shower is also recorded to a precision of 1 μs for each Level-1 trigger. A 10 MHz temperature-stabilized quartz crystal oscillator has been used in the real-time clock which is corrected every second with a signal from a GPS receiver. For each Level-1 trigger, nearly 1500 bytes of data are transferred to a 32 KB buffer of a dual-memory buffer. When the first 32 KB buffer gets filled, the stored data is transferred into the hard disk of data acquisition PC. In the meantime a switching signal routes the incoming data to the second 32 KB buffer to prevent any loss of data. The data from the hard disk are periodically transferred to the computer for further analysis.
transferred to CD/DVD for permanent storage. The dead-time of the data acquisition system is only 3.1 ms. Note that the ADCs and TDCs are triggered by the Level-0 trigger but are fast-cleared within the next 2.5 µs if the Level-1 trigger does not get generated.

A plot of the observed signals in the detectors for a typical shower is shown in Fig. 8. The height of the bar for each detector represents the number of ‘equivalent particles’ observed in that detector. The tallest bar nearly coincides with the location of the shower core. The distribution of the number of TDC channels triggered for Level-1 trigger is shown in Fig. 9. Note that the mean number of TDC channels triggered is quite large ~33, although the number required in the selection is only 10. However, in about 0.5% of the recorded showers, the number of TDC channels triggered is <10. This deficit is due to the fact that Level-1 is a slow trigger that requires a coincidence over a broad time interval of 1 µs. In contrast the TDCs record the arrival time of signals over a narrower time interval of ~500 ns. Therefore, if an accidental pulse, unrelated to the shower arrives at a time, outside the TDC acceptance window but inside the Level-1 window, it would not be recorded as a valid TDC count. The observed trigger rate ~0.5% of deficient showers, where the number of TDC channels is <10, is consistent with
observed individual detector counting rates of 300–2000 Hz. In addition, relevant atmospheric parameters, such as barometric pressure, temperature, humidity, rain, wind speed and wind direction are also recorded once every minute by an independent weather station.

2.5. Rate monitoring

The stability of the response of shower detectors is an important parameter in ensuring a stable energy threshold for the trigger. While single particle calibrations as discussed above (Section 2.2) are taken about once a month, the counting rate for each detector is recorded for every 100 ms using the output pulse from the discriminator through the ‘RATE MONITOR’ system (Fig. 5). This is an independent data recording system which has been designed to look for short term transients and correlation of detector rates with atmospheric parameters.

In Fig. 10 variation in the rates for three of the 217 detectors namely detector numbers 06, 16 and 30 over a period of seven days during 15–22 February 2001 along with the variations in the shower trigger rate (Level-1), the atmospheric pressure and the temperature are shown. As expected the temperature shows diurnal variation in phase with solar radiation received on ground as seen in Fig. 10f. However, the pressure data as seen from Fig. 10e shows periodic variation of two cycles per day.

It is to be noted that the three detector rates (Figs. 10a–c) also show periodic variations of two cycles per day, but with a second peak of significantly smaller amplitude. This observation may be understood in terms of the thermal properties of the scintillation detectors and their response to varying atmospheric pressure. A major fraction of the detector rate variation seen in Fig. 10a–c is due to a negative temperature coefficient of the scintillator and the PMT assembly and a smaller fraction is due to the varying absorption of charged particles in the atmosphere. It is interesting to note that the shower trigger rate (Fig. 10d) also shows a periodic variation of two cycles per day but in opposite sense to the pressure change (Fig. 10e).

The pressure wave is produced by a complex interaction of solar heating and the nonlinear
response of the upper atmosphere to this forcing. It is well-known that the amplitude of the pressure wave depends on the latitude of the site and is larger at lower latitudes [16]. The low latitude location (11.4°N) of Ooty is responsible for the sizable 12 h periodicity seen in the pressure data (Fig. 10e).

The sensitivity of the GRAPES-3 experiment can be gauged from the fact that a small amplitude (∼1 hPa) of the pressure wave (∼0.2%) significantly modulates the observed rate of showers (∼1%). For the sake of clarity the Level-1 shower trigger rate and the pressure data are plotted separately in Fig. 11. A strong anti-correlation between the two parameters is clearly visible. The pressure data shows that the highest values are reached at about 10 h and 22 h local time when the shower trigger rates reach their minimum values. The coefficient of the anti-correlation is ∼80%. This anti-correlation can be explained in terms of a change in the atmospheric absorption of cosmic ray showers due to the pressure wave. This feature of the GRAPES-3 experiment is expected to be of critical importance in studying various transient phenomena including those of cosmic, solar or atmospheric origin. The pressure effect is also clearly seen in the muon counting rate which will be described elsewhere [13].

3. Shower trigger efficiency—Monte Carlo simulations

Since one of the main objectives of the GRAPES-3 experiment is an accurate measurement of the primary energy spectrum around the knee region and also its extension to the lowest possible energies in order to have some overlap with direct measurements with satellite and balloon-borne experiments [17–19], it is important to study the energy threshold of shower trigger, for different incident primary particles under trigger conditions described in Section 2.3. This has been carried out using showers simulated with the CORSIKA [20,21] package using the QGSJet model [22] for hadronic interactions. The detector response in the simulations is treated by generating an equivalent signal in each detector based on the observed distribution for minimum-ionizing particles as shown in Fig. 4.

In order to take into account the contribution of γ-rays to the response of the 5 cm thick scintillator used for shower detectors, showers have been generated using the EGS package thus recording all the electrons and γ-rays (E > 1 MeV) reaching the observational level of 800 g cm⁻². Showers have been generated over a wide range of energies, 1–300 TeV, for four different types of primary particles, γ-rays, protons, helium and iron nuclei. The increase in the triggering efficiency with increasing primary energy is shown in Fig. 12. As expected, the efficiency is highest for γ-ray primaries at a given energy, reaching almost 90% at $$E_\gamma \sim 30$$ TeV, followed by showers initiated by protons which reach the same efficiency at $$E_p \sim 50$$ TeV.

4. Monte Carlo simulations—response to γ-rays in showers

As mentioned above, the use of 5 cm thick plastic scintillator for the shower detector makes it sensitive to large flux of low energy γ-rays which
accompany the electrons in showers. Therefore, the response of these detectors has been studied [23] using γ-rays from simulated showers and the GEANT4 package. The virtual shower detector used in GEANT4 is shown in Fig. 13, including a trapezoidal-shaped, aluminum cover used to protect the detector from rain. Also shown inside the rain cover is a second trapezoidal-shaped aluminum cone and tank assembly which houses the four scintillators (each 50 cm × 50 cm × 5 cm in size and the PMT housing as indicated by arrows). The four scintillators are clearly visible as thin square blocks at the bottom of the cone and tank assembly. Below the scintillators is a mild steel structure with four legs to position the detector 40 cm above the ground. The four larger square legs seen near the bottom of Fig. 13 are part of a concrete structure that anchors the detector to the ground. Finally, the four large blocks seen at the bottom of Fig. 13 represent the soil below the detector, which is also used in GEANT4 simulation to provide a realistic reproduction of the detector and its surrounding material. A charged particle track and its interaction products are also shown in Fig. 13.

A total of $5 \times 10^6$ γ-ray, $2 \times 10^6$ electron and $2 \times 10^6$ muon events have been generated for studying the response of the shower detector. Their energies have been distributed uniformly between 1 MeV and 10 GeV for γ-rays and electrons and between 10 MeV and 100 GeV for muons on a logarithmic scale. The particles are randomly projected on the scintillator from a direction with zenith angle varying from 0° to 60° and azimuthal angle from 0° to 360°. The program determines the energy deposited in the scintillator for each incident particle. The mean energy deposited as a function of the energy of the incident particle is shown in Fig. 14 separately for γ-rays (top), electrons (middle) and muons (bottom), for a range of zenith angles. Each of these distributions has been fitted by a two-dimensional function of particle energy and $\sec(\theta)$ as shown in Fig. 14. These functions are then used for calculating the detector response to the passage of γ-rays, electrons and muons in a shower simulated using the CORSIKA package as described above in Section 3.

The average lateral distribution for γ-rays, electrons and muons in showers initiated by protons of primary energy 300 TeV, arriving in vertical direction is shown in Fig. 15. It is to be noted that the number of γ-rays of energy >10 MeV at a distance of 50 m from the core is
about 5 times higher than the number of electrons of the same energy. Fig. 16 shows the average lateral distribution in terms of the energy deposited in the scintillator due to $\gamma$-rays, electrons and muons respectively for the same set of 300 TeV showers. This was done by using the particle density shown in Fig. 15, and the energy deposition functions obtained from Fig. 14 separately for each of the three components, namely $\gamma$-rays, electrons and muons.

It is seen from Fig. 16 that the energy deposited due to muons can be easily neglected as it is relatively small compared to the deposition due to the electrons up to distances $\sim 100$ m. However, the energy deposited due to $\gamma$-rays must be properly taken into account since it adds $\sim 30\%$ to the energy deposited by the electrons near the core, and increasing slowly to $\sim 70\%$ at 100 m from the core. This is equivalent to a flattening of the lateral distribution of electrons which leads to an over-estimate of the shower size by $\sim 10\%$. The contribution due to $\gamma$-rays also depends on the nature of the primary particle. This factor has to
be considered when comparing the shower size estimated from a simple application of the Nishimura–Kamata–Greisen (NKG) [24,25] relation and the size determined from a complete CORSIKA simulation using the EGS package.

A comparison of the observed distribution of the ‘particle-sum’ over 217 detectors with the expected distribution for showers, including the detector response as discussed above, but only for protons as primary particles is shown in Fig. 17. It is interesting to note that the simulations reproduce the observations reasonably well, provided the contribution of the low energy γ-rays to the scintillation detectors is also included in carrying out the simulations.

5. Summary

The GRAPES-3 array has become operational in March 2000 with 217 density detectors arranged in a compact hexagonal configuration with inter-detector spacing of only 8 m. The 3-line trigger rate is 52 Hz which is reduced to 13 Hz when a minimum of 10 detectors are required to be triggered in order to be able to reconstruct the arrival direction of the shower. Several of the observed features of showers have been reproduced well, by Monte Carlo simulations which show that the detection energy threshold for showers to be ~50 TeV for proton primaries at 90% triggering efficiency. Simulation studies have also shown that the shower size may be determined with an accuracy of ~10% at $10^{45}$ particles with the GRAPES-3 array.
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